
In distributed systems, consistency and synchronization between nodes are critical to ensure that
services behave reliably and that data remains accurate across the cluster. Elestio provides built-in
mechanisms to detect and resolve inconsistencies across nodes using a feature called Cluster
Resynchronization. This functionality ensures that node-level configurations, data replication,
and service states are properly aligned, especially after issues like node recovery, temporary
network splits, or service restarts.

Resynchronization is typically required when secondary nodes in a cluster are no longer consistent
with the primary node. This can happen due to temporary network failures, node restarts,
replication lag, or partial service interruptions. In such cases, secondary nodes may fall behind or
store incomplete datasets, which could lead to incorrect behavior if a failover occurs or if read
operations are directed to those nodes. Unresolved inconsistencies can result in data divergence,
serving outdated content, or failing health checks in load-balanced environments. Performing a
resynchronization ensures that all secondary nodes are forcibly aligned with the current state of
the primary node, restoring a clean and unified cluster state.

It may also be necessary to perform a resync after restoring a service from backup, during
infrastructure migrations, or after recovering a previously offline node. In each of these cases,
resynchronization acts as a corrective mechanism to ensure that every node is operating with the
same configuration and dataset, reducing the risk of drift and maintaining data integrity across the
cluster.

To perform a resynchronization, start by accessing the Elestio dashboard and navigating to the
Clusters section. Select the cluster where synchronization is needed. On the Cluster Overview
page, scroll down slightly until you find the “Resync Cluster” option. This option is visible as part
of the cluster controls and is available only in clusters with multiple nodes and a defined primary
node.
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Clicking the Resync button opens a confirmation dialog. The message clearly explains that this
action will initiate a request to resynchronize all secondary nodes. During the resync process,
existing data on all secondary nodes will be erased and replaced with a copy of the data
from the primary node. This operation ensures full consistency across the cluster but should be
executed with caution, especially if recent changes exist on any of the secondaries that haven’t yet
been replicated.

You will receive an email notification once the resynchronization is complete. During this process,
Elestio manages the replication safely, but depending on the size of the data, the operation may
take a few minutes. It’s advised to avoid making further changes to the cluster while the resync is
in progress.
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Before triggering a resync, it’s important to verify that the primary node holds the desired
state and that the secondary nodes do not contain any critical unsynced data. Since the
resync overwrites the secondary nodes completely, any local changes on those nodes
will be lost.
This action is best used when you’re confident that the primary node is healthy, current,
and stable. Avoid initiating a resync if the primary has recently experienced errors or data
issues. Additionally, consider performing this operation during a low-traffic period, as
synchronization may temporarily impact performance depending on the data volume.
If your application requires high consistency guarantees, it’s recommended to monitor
your cluster closely during and after the resync to confirm that services are functioning
correctly and that the replication process completed successfully.
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